Evolution Of Symbolisation: A Connectionist Exploration

Ronan G. Reilly

Department of Computer Science
University College Dublin
Belfield, Dublin 4
Ireland

Introduction

[image: image1.bmp]If we assume that our language capacity has been subjected to the forces of evolution, what were its intermediate stages, what foundation was it constructed upon? An answer to this question would help us understand how language is achieved in contemporary brains, and go some way to helping us to design and build more effective natural language processing (NLP) systems.  In particular it would help us overcome what I believe are the significant obstacles confronting pure connectionist approaches to NLP, and lead to better motivated designs for connectionist NLP systems. This paper explores some of the issues raised by adopting this perspective.
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An Evolutionary Perspective on Symbolisation

The question of intermediate stages in the emergence of language has recently been addressed by Terrence Deacon (1997) in his book “The Symbolic Species”. Deacon argues for the existence of an evolutionary path in the development of the relationship between sign and signified that proceeds from an iconic relationship, through a process of temporal and spatial indexicalisation (i.e., association), to an arbitrary and culturally licensed symbolic relationship.

Deacon distinguishes between three categories of sign: iconic, indexical, and symbolic. Iconic signs have some physical similarity with what they signify, indexical signs are related to their referent either spatially or temporally, and symbolic signs have an arbitrary relationship with their referent. In keeping with an evolutionary perspective, Deacon makes the case that symbol systems emerged in human species through a process that moved from iconic through indexical to symbolic sign usage. Each succeeding level of sign usage subsumes the preceding one.  Thus indexical signs are built upon spatio­temporal relationships between icons, and symbols are constructed upon relationship between indices and most importantly on relationship between other symbols (see Figure 1). So, for example, a child learning to read, first encounters printed words as iconic of print in general, much in the same way as someone who doesn’t read Chinese might look upon a book of Chinese characters. Each character is equally iconic (trivially) of written language. As the child learns the writing system she proceeds to a stage where the written signs index the spoken language and her perceptual environment in systematic ways. Finally, the relationships among these indices allow her to access the symbolic aspects of the words. However, the written words acquire their symbolic status not simply by standing for something in an associationistic sense, but from the mesh of inter­symbolic relationships in which they are embedded. This contrasts with the naive view of symbolisation that sees the acquisition of indexical reference as the essence of symbolisation. According to Deacon, this is a necessary stage in the development of symbolisation, but by no means the full story.

So what changes in the architecture of the human brain facilitated the emergence of symbolisation? Deacon demonstrates that, contrary to conventional wisdom, overall brain size is not the key inter-species difference between ourselves and our non-linguistic primate cousins. Rather it is the disproportional growth of the pre-frontal cortex relative to other cortical areas. If we were to scale up a modern ape’s brain size to the correct proportions for a human body, the pre-frontal region in humans would be twice that of the scaled-up ape. More importantly, this scaling-up is not just of cortical mass, but of connectivity and the capacity to influence other cortical regions.

Foraging behavior is one of the main functions mediated by the pre-frontal cortex in primates. In foraging, an effective strategy is not to return to the locations that one has most recently visited, since they are least likely to provide a food reward. In humans pre-frontal enlargement biases us to a specific style of learning. This involves, among other things, the ability to detach from the immediate perceptual demands of a task, to switch between alternative courses of action, to delay an immediate response to a stimulus, to tune into higher-order features of the stimulus environment, and so on. Deacon argues that these capabilities are essential pre-requisites for a facility with symbols. They provide the necessary attentional and mnemonic resources for the task of symbol learning.

It is a mistake, however, to view the pre-frontal area as a brain region that assumes its functional role at the same time as all other regions. Indeed, there is a rather specific pattern to the way in which all of the cortical regions develop. In the next section I will argue that the pattern of maturation plays an important role in the unfolding of the functional capabilities of the pre-frontal and other brain regions.

Maturational Wave

One of the paradoxes of artificial neural network research is that the capabilities of artificial neural networks fall far short of those of the real thing, yet the learning algorithm(s) employed by real neural networks may well be considerably simpler and less powerful than, say, error backpropagation (Rumelhart, Hinton, & Williams, 1986). The evidence to date suggests that some variant of Hebb’s rule, possibly mediated by NMDA-based long-term potentiation, may be the dominant learning rule in natural nervous systems (Cruikshank & Weinberger, 1996). The problem is that Hebb’s rule cannot be used to learn even a trivial higher-order function such as XOR, at least not directly.  So this presents the evolutionary account of the emergence of symbolisation with a problem. If the symbolic system is indeed built upon layers of indexical and iconic relationships, we don’t have, prima facie, a biological learning algorithm that is up to the job of detecting the type of second-order features of the environment necessary for symbol use. Not only do we have an impoverishment of stimulus, if the nativist position is to be believed, but we also have an impoverishment of learning mechanism.

Shrager and Johnson (1996), however, in an elegant computational study demonstrated that the inclusion of a wave of learning plasticity passing through a model cortex permitted the acquisition of higher-order functions using only simple Hebbian learning (see Figure 2). There is good evidence that just such a modulation of plasticity occurs during cortical development (Thatcher, 1992). An important feature of the process is that it affects the sensory-motor regions of the cortex initially and then moves through to regions more distal from sensory-motor areas. In Shrager and Johnson’s model, this gives rise to the emergence of higher-order feature detectors in these distal areas that use outputs of low-order feature detectors in the sensory areas. There are obvious implications in this process for the role of the pre-frontal cortex in the acquisition of symbolisation. By virtue of its remove from sensory regions - it receives no direct sensory inputs - and the fact that it is one of the last regions to mature, the pre-frontal area can be considered to be a configurable resource with the capacity to be sensitive to higher-order features of input from other cortical regions. This makes it an obvious candidate for mediating the acquisition of symbolic relationships. In a sense, therefore, there may be nothing especially “symbolic” about the capabilities of the pre-frontal cortex; it was a relatively uncommitted computational resource that got exploited by evolution. Moreover, other factors in addition to its uncommittedness, may also have ensured it took on a central role in the emergence of symbolisation. Evidence for this comes from research by Patricia Greenfield (1991) on the evolution of Broca’s area, which suggests that its prior computational function provided a useful building block in its subsequent evolution as a centre for handling language syntax. It is my contention that something similar may also have happened with respect to the pre-frontal area, and a good candidate for a re-usable computational resource in the pre-frontal cortex was the foraging behaviour of our primate ancestors.

Evolutionary and Developmental Re-Use

Greenfield (1991) proposed that both language production and high-level motor programming are initially subserved by the same cortical region, which subsequently differentiates and specialises.  This homology arises from the exploitation during the evolution of the human language capacity of the motor-planning capabilities of what is now Broca’s area. The motor-planning specialisation in this incipient Broca’s area effectively provided a re-usable computational resource for the evolution of a language production system.

In recent work I explored some aspects of Greenfield’s thesis within a computational model (Reilly, 1998; Reilly, in press).  Reilly (in press) described an abstract connectionist characterization of a language processing and object manipulation task involving the recursive auto-associative memory (RAAM) technique developed by Jordan Pollack (1990). The simulations described in Reilly (in press) involved training a simple recurrent network (SRN) to generate, on the basis of an input RAAM “plan”, a sequence of either object-assembly actions or phonemes.  The results of the simulations indicated an advantage in terms of rate of error decline for networks that had prior training on a simulated object assembly task, when compared with various control conditions (see Figure 3).  This was taken as support for Greenfield’s view of a functional homology underlying both language and object assembly tasks, and lent support to the more general argument that a process of re-utilisation of cortical computation may provide a mechanism for the construction of high-level cognitive processes on lower-level sensory-motor ones.

In addition to the learning advantage, the model also reproduced a number of features of the object-assembly task that Greenfield had observed in her experiments with children.  In particular, there was an ordering of complexity of assembly strategies reflected in their staged acquisiton by children.  This pattern of acquisition was also observed in the learning behaviour of the model.  Moreover, an analogue of the structural differentiation hypothesised by Greenfiuled (1991) to occur in Broca's area was also found in the model, where the upper part of Broca's region becomes specialised for complex motor tasks and the lower region for language.  An analysis of the the distances between averaged hidden unit vectors of the model at different stages of learning indicated a pattern of differentiation analogous to that hypothesised to occur in Broca's area (see Figure 4).  

There are two possible reasons for this divergence, one argued for by Greenfield (1991) in which Broca’s area differentiates according to a genetically determined schedule, and another in which the differentiation occurs as a side-effect of increasing task complexity.  The results of the simulation suggest that task demands, of themselves, provide an impetus for the restructuring that may occur in the region.  

This finding suggests a more general speculation that the increased information processing burden placed on a proto-linguistic association mechanism (e.g., an indexical system that learned names for things), may have caused a similar type of re-structuring pressure that lead to the exploitation of the pre-frontal area, and the subsequent leap to symbolisation.  

Signposts to a Connectionist/Symbolic Bridge

In the preceding sections I have described a possible route taken in the evolution of symbolic capacity in humans.  The account relies heavily on Deacon’s analysis of the role of the pre-frontal cortex in the emergence of symbolisation.  Deacon focuses on a neurobiological basis for this capacity, and its possible origins in evolution. I have augmented this with a description of two general computational mechanisms that might underpin the changes he identified.  The first of these is the role of maturation in conjunction with a neurally plausible learning mechanisms.  I have also proposed that something akin to software re-use may be at work in biasing the selection of one cortical region rather than another as the substrate for symbolisation. The jump to symbolisation represents a significant discontinuity in functional capabilities, but I believe that it may be a small underlying difference that makes all the difference.  In other words, the change in computational mechanism supporting this jump may be quite subtle.  So, while we may have a functionally hybrid system, appearing to combine associationistic and symbolic capabilities, its computational infrastructure may not be that hybrid at all, merely an extension of existing associationistic mechanism. The challenge, then, is to find that subtle difference that makes the difference.
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Figure � SEQ Figure \* ARABIC �1�:  Deacon's model of the relationship between iconic and symbolic signs
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Figure � SEQ Figure \* ARABIC �2�:  Shrager & Johnson's (1996) model of cortical development






































Figure 4: Relative distances of averaged hidden unit vectors for object assembly, simple language, and complex language tasks at two stages in training.  .
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Figure � SEQ Figure \* ARABIC �3�:  Pre-training on an object assembly task, makes learning a simple grammar easier, compared to various controls.
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