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Abstract

This paper will introduce the key point of HPSG. The paper simplifies HPSG and applies this theory to a machine translation system.
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In lot of theories based on typed feature unification HPSG is applied widely. HPSG is presented in 1987. In 1994 HPSG II version was appeared. This is a very mature version in use. HPSG is enhanced grammar of GPSG[1]. It emphases the role of head word at a sentence in grammar analysis. Grammar system is driven by head word. In HPSG most important extension contrast GPSG is typed feature structure, lot of word rules and separation of atom and complex feature. Based on these features of HPSG, the English-Chinese machine translation system, which we are studying, adopts HPSG. We simplify and extend HPSG in practical application. This paper introduces the key point of HPSG and simplifies and extends HPSG in order to meat our system.
1 typed feature structure

In HPSG an object of linguistic models typed feature structure. A typed feature structure is that feature structures described by specific feature —type. In system of typed feature structure feature structure has level structure. The substructure inherits attributes of parent. An appropriateness specification of relevant type is company with level structure. In another words the features of object is relevant to its type。For example CASE is only suitable for name-typed features structure and it is unmeaning for verb-typed features structure. This suitable attribute can inherit. If a feature t  is suitable for typed features structure f，then the feature is suitable for subtype of t. This paper is not intend to discuss inform theory. The reference [3] has description in detail.

2 HPSG Grammar theory

HPSG is a grammar theory based on typed features structure. The level structure of typed features structure makes description of rule and word easy. In HPSG most informations including voice,  grammar and  semantics etc. Are stored in dictionary. As result grammar rules become very common and little.
In level structure of HPSG' object top level is "sign" type. It abstracts common features of all objects. Picture describes the features of a "sign" type and possible valves.
As picture showing a sign has two features: PHON and SYNSEM，responding value of feature are list(phonstring) and synsem. PHON encloses voice information of sign, SYNSEM describes grammar and semantic information of sign.

SYNSEM is very important feature of a sign.  SYNSEM has two features：LOCAL and NONLOCAL. LOCAL has three features：CATEGORY,CONTENT,CONTEXT. CATEGORY presents syntax feature.  For example HEAD feature of CATEGORY presents syntax feature of sentence. SPR, SUBJ, COMP presents features of subcategory of sentence. The value of HEAD is grammar object typed  as head，it has two subtypes：
 Substantive(Subset) and Functional(Fun)。The former has four subtypes： Noun,Verb,Adjective and Preposition. Later has two subtypes：Determiner and  Marker. These subtypes can have own particular feature. For example noun has CASE feature，but verb has VFORM feature.
HPSG's Valence Features presents combination feature of linguistic object with another objects.

In below picture three features (SPR, SUBJ and COMP) have list(synsem) as value. AGR-ST feature is relevant to Binding Theory of HPSG.

CONTENT feature presents semantic information of sign, which is independent with context. CONTEXT is used to present context information. The value of CONTENT is an object typed with content. It has three subtypes：nominal object(for example adjective's CONTENT)，posa(verb's CONTENT) and quant( delimited CONTENT)。


NONLOCAL feature is used to analyze Unbounded Dependency Constructions (UDCs). NONLOCAL feature has two suitable features: TO-BIND and INHERITED. The INHERITED is used to pass the nonlocal information to bounded location from current location. Then the information passes to the parent node from daughter's node using NFP principle. The TO-BIND feature ensures to delete this nonlocal bounded features from nonlocal features, which are passed to parent node.
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A sign type has two subtypes: word and phrase，expressing word and phrase object specifically. Each one of these two types has any features of sign, besides it has own features. A phrase uses DTR feature to express constituent structure of phrase. The feature value of DTR is an object with constituent structure (cons-struc) type. It has two subtypes: HEAD-DTR(head-structure) and COORD-DTR(coordination-structure).The HEAD-DTR and COORD-DTR present features suitable this subtype.A head type has six subtypes: head-subj-struc(SUBJ-DTR), head-spr-struc(SPR-DTR), head-comp-struc(COMP-DTR), head-adjunct-struc(ADJUNCT-DTR), (header-marker-struc(MARKER-DTR) and head-filler-struc(FILLER-DTR).
3 Principles and rules of HPSG
HPSG adopts a set of high degree common rules, which are abided in unification. These rules include head feature principle, valence principle, semantics principle, specification principle, marking principle, nonlocal feature principle, constituent sequence principle and lexical principle.
3.1
The Head Feature Principle，HFP

The HEAD feature values of head phrase are shared with daughter's HEAD feature values.
3.2
The Valence Principle，VALP

A feature value of each valence feature F in HEAD phrase equal to its daughter's feature value of F minus feature value of F of unhead word, which combined with head word. 
3.3
The Semantics Principle
In head phrase structure if there is adjacency daughter nodes then CONTENT of phrase is shared with adjacency daughter nodes. If not, a phrase shared with its daughter's CONTENT.
3.4
The SPEC Principle

In head phrase structure if there is SPEC features of unhead word then its SPEC features are shared with SYNSEM feature of daughter. 

3.5
the Marking Principle

In head phrase structure if there is marking daughter then MARKING value of this head phrase is shared with its daughter's.
3.6
Nonlocal Feature Principle，NFP
In head phrase structure for each nonlocal feature F the value of SYNSEM|NONLOCAL|INHERITED|F equal to feature value unification of all daughters minuses the value of SYNSEM|NONLOCAL|INHERITED|F of head 's daughter.
4 Simplifying and extending of HPSG
It must be pointed that HPSG is a common grammar theory. Its expression is a kind of very formalized expression. It does not dependent upon language type. For certain language HPSG must be revised and extended in order to suitable specific application. We apply simplified and extended HPSG to English-Chinese machine translation system and obtain success.
4.1
phrase rules

A grammar rule has two kind of form: phrase structure rules and immediately governed rules. It is called PS and ID rule specifically. In PS rule right constituents are fixed. ID rule describes a governed relation between left of rule and right of rule. But ID rule doesn't indicate a sequence of right constituents. An LP rules are adopted for sequence of right constituents in HPSG. The grammar based on unification is also based on bounding. Hear PS rule includes three parts: rule bodies, feature bounding and translated text forming. A feature bounding can protect from redundancy forming of grammar trees according features set. A feature bounding is the set of feature unification expression. A unification expression includes three parts: feature path, "=", and feature value. For example, a set of rules for a sentence is followed as:




S -> NP VP 

     
    <1 SYNSEM CAT HEAD AGR>  
= <2 SYNSEM CAT HEAD AGR>

     
    <1 SYNSEM CAT HEAD CASE> 
= nom
     
    <SYNSEM CAT SUBJ>       

= <1>

     
    <SYNSEM CAT HEAD>      

= <2 SYNSEM CAT HEAD>


Hear 1 and 2 present category NP and VP respectively. <SYNSEM CAT SUBJ> and <SYNSEM CAT HEAD> present LHS features of rule. The location 0 is omitted. There are four features, first two features bounds a concurrence of some features in  NP and VP, last two features bounds the feature which is used construct S.
In our grammar analyzer it should include translated text rule. The semantic rule has below form:

*1*2

Hear * presents a macro. A *1 presents Chinese meaning of category N. A entire presentation is <1 SYNSEM TARGET CHN>. So translated text rule can present below form:

 <1 SYNSEM TARGET CHN><2 SYNSEM TARGET CHN>

4.2
Conversion from ID pattern to PS rule
In practical application ID pattern in HPSG should convert to PS rules. The principles in HPSG should convert to feature bounding. Below we will describe the conversion using Head-Subject pattern as example. A Head-Subject has following form：

X->
Head-Dtr[COMPS/SPR
<
>]，Subj-Dtr

When a sentence which consists of subject and predicates as above mentioned , it needs COMPS and SPR as empty. That is said， head  word is entired ,it can not combined with COMPS or SPR constituent. When the sentence“He chased the cat.” Is analyzed, the “chased” can not uniformed with “He” to create sentence，because COMPS of  “Chased” is not empty then. The converted PS rules is as following:

S->NP VP

<2 SYNSEM HEAD SPR>=-

 

  <2 SYNSEM HEAD COMPS>=-

 <1 SYNSEM HEAD AGR>=<2 SYNSEM HEAD AGR>

   

  <SYNSEM HEAD>=<2 SYNSEM HEAD>

4.3
word rule
The PS rules based on bounding can describe major grammar phenomenon, but can not describe specific usage of words. Besides some of phrase is difficulty to use PS rules. It is easy to be solved using word rules. For example, for “between  … and …”，the wod rule has followed form ：



PP－>between  &NP  and  &NP



<PP PFORM>=between

       semantics rule is“在*1和*2子间”
Using word rule not only helps grammar canalization, but also helps to form correct translation text. For example the word “hot”，commonly translates as “热的”. But when it follows noun with human semantics should translate as “热情的”.This is pressed as following:
N1->hot &N1



<SYNSEM SPEC>=<2 SYNSEM SPEC>



<SYNSEM HEAD>=<2 SYNSEM HEAD>



<2 SYNSEM HEAD SCASE>=human



semantics rule is “热情的*1”

References

1． Gazdar，Gerald，klein，Ewan，Pullum，Geoffrey and Sag. Generalized Phrase Structure Grammar，Harvard University Press，Cambridge，1985

2．Frank Morawietz. Formalization and Parsing of Typed Unification Based ID/LP Grammars，1995

3．Carpenter，Bob. The Logic of Typed Feature Structures，Vol.32 of Cambridge Tracts in Theoretical Computer Science，Cambridge University Press
4．谢金宝，王永宏，孙岗 基于GPSG理论的英汉机器翻译系统，The Latest Technological Advancement&Application,Singapore,1996







� EMBED Visio.Drawing.5  ���









































6
1

[image: image2.wmf]sign

PHON

SYNSEM

LOCAL

NONLOCAL

CATEGORY

CONTENT

CONTEXT

TO-BIND

INHERITED

HEAD

MARKING

SPR

SUBJ

COMPS

ARG-ST

BACKGROUND

CONTEXTUAL-INDECES

SLASH

REL

QUE

set(local)

set(ref)

set(que)

SLASH

REL

QUE

set(local)

set(ref)

set(que)

head

marking

list(synsem)

list(synsem)

list(synsem)

list(synsem)

category

content

context

set(psoa)

c-inds

nonlocal

nonlocal

local

nonlocal

list(phonstring)

synsem

_976478532.vsd
sign�

PHON�

SYNSEM�

LOCAL�

NONLOCAL�

CATEGORY�

CONTENT�

CONTEXT�

TO-BIND�

INHERITED�

HEAD�

MARKING�

SPR�

SUBJ�

COMPS�

ARG-ST�

BACKGROUND�

CONTEXTUAL-INDECES�

SLASH�

REL�

QUE�

set(local)�

set(ref)�

set(que)�

SLASH�

REL�

QUE�

set(local)�

set(ref)�

set(que)�

head�

marking�

list(synsem)�

list(synsem)�

list(synsem)�

list(synsem)�

category�

content�

context�

set(psoa)�

c-inds�

nonlocal�

nonlocal�

local�

nonlocal�

list(phonstring)�

synsem�


